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Abstract

We present a novel method to detect the GNSS NLOS and correct the NLOS

pseudorange measurements based on on‐board sensing. This paper demon-

strates the use of LiDAR scanner and a list of building heights to describe

the perceived environment. To estimate the geometry and pose of the top

edges of buildings (TEBs) relative to the GNSS receiver, a surface segmenta-

tion method is employed to detect the TEBs of surrounding buildings using

3D LiDAR point clouds. The top edges of the building are extracted and

extended using the building height list in Skyplot to identify the NLOS‐

affected ones. Innovatively, the NLOS delay in pseudorange is corrected

based on the detected TEBs. Weighted least squares (WLS) is used to cooper-

ate the corrected NLOS and other pseudorange measurements. Vehicle exper-

iments are conducted in two different urban canyons to verify the

effectiveness of the proposed method in improving GNSS single point posi-

tioning (SPP) accuracy.
1 | INTRODUCTION

Positioning in urban environments is becoming essential
due to the increasing need for autonomous vehicles. To
achieve L41 autonomous driving in all scenarios,
centimeter‐level absolute positioning is required. The
three‐dimensional (3D) Light Detection and Ranging
(LiDAR) is widely used in autonomous driving
vehicles.2,3 LiDAR, camera, and Inertial Navigation
Systems (INS) only provide relative positioning. Thus,
these sensors are usually integrated with the Global
Navigation Satellite System (GNSS),4-7 as it is one of
the indispensable sources that can provide absolute posi-
tioning. A GNSS/INS/LiDAR/high‐definition (HD) map
integrated system can provide satisfactory localization
service in sub‐urban8,9 areas. The suburban areas, in
fact, can be regarded as GNSS‐friendly areas since the
GNSS receiver can receive sufficient direct signals trans-
mitted from multi‐constellation GNSS.10 In urbanized
cities, such as Tokyo, Hong Kong, and New York, the
wileyonlinelibrary.com/j
signals from satellites can be reflected, blocked, and
diffracted by surrounding buildings before they are
received by the receiver. If the direct light‐of‐sight
(LOS) is blocked and reflected signals from the same sat-
ellite are received, the notorious non‐light‐of‐sight
(NLOS) receptions occur. NLOS is the dominant GNSS
positioning error in the cities mentioned above.11 As a
result, the positioning error can go up to even
100 m.12,13

According to a recent review paper,11 NLOS is cur-
rently the major difficulty in using GNSS for intelligent
transportation. Due to NLOS, the performance of GNSS
positioning becomes highly related to environmental
features, such as buildings. Utilizing the 3D building
model to detect the NLOS is straightforward. NLOS
can be detected with the aid of a building model and
then be excluded from GNSS positioning.14,15 However,
the NLOS exclusion will distort the geometric distribu-
tion of the satellites. In urban canyons, the distortion
results in large positioning error in the across‐street
© 2019 Institute of Navigationournal/navi 705
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direction because only the measurements from the satel-
lites located at the along‐street direction are not
excluded. Moreover, identifying NLOS measurement
based on the 3D building model relies heavily on the
initial guess of the GNSS receiver.16

Figure 1 shows the number of GNSS satellites (GPS
and BeiDou) received by a commercial GNSS receiver
in an urban canyon in Hong Kong. We can see from
Figure 1 that the number of satellites is dramatically
decreased after applying NLOS exclusion. The horizon-
tal dilution of precision (HDOP) is increased (shown in
Figure 1) distinctly. Thus, it is not preferable to exclude
all the NLOS measurements in such an area (ie, a nar-
row urban canyon). A smart approach called GNSS
shadow matching is proposed to match the measured
satellite visibility (classifying into LOS and NLOS) with
the predicted satellite visibility of hypothesized posi-
tions.17 This method makes use of NLOS to improve
the positioning accuracy in the across‐street direction.18

A likelihood‐based 3D mapping aided (3DMA) GNSS
method that models the measurement uncertainty to
mitigate the NLOS receptions is also proposed to
provide accurate positioning in the along‐street
direction.19 Due to the complementariness of the
shadow matching and the likelihood‐based 3DMA
GNSS, their integration has recently been studied.20

Another type of range‐based 3DMA GNSS methods cor-
rects the NLOS affected measurement for GNSS
positioning.21-24 These methods are proposed to simulate
the signals' transmission routes using the ray‐tracing
method.25 However, the drawbacks of these ray‐trac-
ing‐based 3DMA GNSS methods are the stringent
requirements on (a) the accuracy of the 3D mapping
database, (b) the initial guess of receiver positions, and
(c) the computational power of the processors.

Instead of using only the 3D mapping data, other
scanning sensors, including cameras and LiDAR, can
also be employed to sense the surrounding
environments of the receiver in real‐time operation. To
detect the visibility of satellites, omnidirectional and
fisheye cameras26-28 are used to detect the skylines of
buildings in the urbanized area. NLOS receptions can
be detected with the detected skylines, and some
improvements are obtained. However, this method can
suffer from strong light or night scenarios, as computer
vision is employed to detect the skylines. The con-
structed map of the environment using 3D LiDAR is
employed to classify the visibility of satellites. Another
study modeled the GNSS noise covariance by NLOS
detection based on a LiDAR‐constructed map.29

Research incorporating a LiDAR map and a 3D city
model to exclude NLOS has been conducted in the
application of unmanned aerial vehicles.30 However,
these methods still tend to exclude the NLOS receptions
from further GNSS positioning, which is not applicable
in deep urban areas.

In this paper, we propose improving the GNSS single
point positioning (SPP) by detecting and correcting
NLOS receptions based on the environment features
perceived by real‐time 3D point clouds generated by
3D LiDAR. The perceived environment features refer
to the surrounding buildings of the receiver in this
paper. Dimension and pose of the building wall relative
to GNSS receiver are calculated by the point cloud‐
based segmentation. Due to the limited field of view
(FOV), tall buildings cannot be fully scanned. Thus,
the height of the detected building wall is extended to
the exact height provided by a building height list
obtained from Google Earth. Then, the satellites and
detected edges of buildings (TEBs) are projected into
the Skyplot. To implement the projection, the globally
referenced yaw angle of the vehicle is needed and is
provided by an RTK GNSS/INS integrated system
(SPAN‐CPT). Based on the detected TEBs, NLOS
FIGURE 1 Demonstration of number

of satellite (GPS/BeiDou) measurements

before and after NLOS exclusion in an

urban canyon in Hong Kong. The

horizontal dilution of precision (HDOP) is

also given before and after (green)

exclusion [Color figure can be viewed at

wileyonlinelibrary.com and www.ion.org]

http://wileyonlinelibrary.com
http://www.ion.org


WEN ET AL. 707
measurement can be identified. Previously, our team
proposed an NLOS error model based on two parame-
ters: the distance between the GNSS receiver and NLOS
reflector and the elevation and azimuth angle of the sat-
ellite.12 In this paper, the distance between the GNSS
receiver and reflectors can be obtained by LiDAR scan-
ner. Thus, the correction of NLOS‐affected pseudorange
measurements can be calculated. Finally, GNSS SPP is
calculated using both the corrected NLOS measure-
ments and LOS visible measurements.

To the best of the authors' knowledge, this is the first
attempt to aid GNSS SPP by employing real‐time 3D
point clouds to detect and correct NLOS measurements.
This is important because GNSS is usually integrated
with dead‐reckoning (eg, INS, odometer, visual
odometry, and LiDAR odometry) for various applica-
tions. Tightly‐coupled integration is one of the most
popular existing solutions for the integrated navigation
system. Our proposed GNSS SPP with NLOS correction
can easily fit into the tightly‐coupled integration scheme.
In other words, it can be easily implemented in many
existing navigation systems, especially those used in
autonomous driving.

The remainder of this paper is structured as follows.
An overview of the proposed method is given in Section
2. Section 3 discusses a method to detect TEBs from
LiDAR point clouds. The coordinate transformation
from LiDAR to GNSS Skyplot coordinate system is also
presented in this section. In Section 4, the criterion of
NLOS detection is proposed and the NLOS correction
model is introduced. In Section 5, we evaluate the
effectiveness of the proposed method by two vehicle
experiments in two typical urban canyons in Hong
Kong. Finally, conclusions are drawn in Section 6.
FIGURE 2 Illustration of GNSS signal transmission routes in the

urbanized area in Hong Kong. NLOS/multipath can be caused by

surrounding buildings [Color figure can be viewed at

wileyonlinelibrary.com and www.ion.org]
2 | OVERVIEW OF THE PROPOSED
METHOD

In this study, we focus on the NLOS receptions caused by
surrounding buildings. Figure 2 presents direct propagation
routes, multipath, and potential NLOS receptions of GNSS
signals. The buildings, for which height is indicated by H,
can block a signal transmitted from a satellite, for example,
satellite 1 in Figure 2. Meanwhile, this GNSS signal is
reflected by the other nearby building and finally received
by the GNSS receiver equipped on top of the autonomous
vehicle, resulting in NLOS receptions. Actually, this kind
of scenario is a regular case in Hong Kong. In this case,
the number of satellites visible to the GNSS receiver is
related to the height of nearby buildings and the distance
from the receiver to the building (αi in Figure 2).

As a significant sensor for positioning and perception of
autonomous driving,31 3D LiDAR is installed on the top of
the car, as shown in Figure 2. In this paper, LiDAR is
employed to detect the surrounding building surfaces and
obtain the distance from the GNSS receiver to the building
surface, and the TEBs can subsequently be identified.
Then, NLOS detection and correction is implemented
based on detected TEBs projected into a Skyplot, and the
distance from the GNSS receiver to buildings. Finally,
GNSS positioning is performed using both the corrected
and healthy pseudorange measurements. Figure 3 shows
the flowchart of the proposed method. The proposed
method can be executed as follows:

Step I. Point cloud segmentation method is
employed to detect the building surface.
The pose of TEBs relative to the GNSS
receiver is calculated. The distance
FIGURE 3 Flowchart of the proposed method of GNSS SPP with

NLOS correction. The inputs are the 3D LiDAR, yaw angle, building

height list, and GNSS raw measurements [Color figure can be

viewed at wileyonlinelibrary.com and www.ion.org]
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between the GNSS receiver and the buildings
can be obtained subsequently. Moreover, a
building height list from Google Earth is
employed to extend the detected building
height to the exact height.

Step II. The TEBs are projected into a GNSS Skyplot
based on their estimated poses relative to the
GNSS receiver and yaw angle provided by the
SPAN‐CPT (RTK GNSS/INS integrated naviga-
tion system).

Step III. Considering satellite elevation angle, azimuth
angle, signal‐to‐noise ratio (SNR), and TEB
information (elevation and azimuth angles in
Skyplot), satellites blocked by buildings are
detected. Consequently, NLOS correction is
implemented with an NLOS error model.

Step IV. Implementing GNSS weighted least squares
(WLS) based on the corrected pseudorange
measurements and healthy pseudorange
measurements.

The details of the algorithms are introduced in the fol-
lowing sections.
3 | BUILDING SURFACE
DETECTION AND
TRANSFORMATION

To detect the surface of the building and obtain the corre-
sponding distances between the GNSS receiver and build-
ings, a point cloud segmentation method is employed.
3.1 | TEBs detection and transformation

The surrounding environment is expressed as points set
Pt = {p1,p2,…,pn, t} at a given time t, where pi = (xi, yi,
zi) represents a single point in the LiDAR coordinate sys-
tem. To distinguish the building surface from the unor-
dered points set and determine the distance from the
GNSS receiver to the building surface, three steps are
needed: (a) segmentation of point clouds, (b) identifica-
tion of buildings from segmented objects, and (c) exten-
sion of buildings top boundaries (TEBs).

The point cloud segmentation is summarized in detail
in Algorithm 1. Inputs of Algorithm 1 are the points set
(3D point clouds) and search radius rsearch, which is the
variable constraining the searching area in the KD‐tree.32

Outputs include the bounding box33 sets (Useg
t ) and orga-

nized point clusters ( Oorg
t ), which indicate different

objects such as buildings and vehicles. The definitions
of applied variables and functions in Algorithm 1 are
listed as follows:
• Pt: input 3D point clouds.
• Useg

t : segmented bounding box sets.
• Oorg

t : segmented point clusters.
• Pcheck

t : a middle variable that contains checked points.
• Ni: a neighboring points set given a searching radius.
• rsearch: the radius of neighboring points searching

area.

The BoundingBox mentioned in Algorithm 1 is a func-
tion to get the bounding box that represents the organized
point cluster. Bounding box Ui is specifically determined
by a vector Ui as follows:

U i ¼ xci ; y
c
i ; z

c
i ; roll

c
i ; pitch

c
i ; yaw

c
i ; d

len
i ; dwidi ; dheii

� �T
; (1)

where xci ; y
c
i ; and zci denote the position of the bounding

box in x, y, and z directions in the LiDAR coordinate
system, respectively. rollci ; pitch

c
i ; and yaw

c
i denote the ori-

entation of the bounding box in the LiDAR coordinate

system. dleni is the length, dwidi is the width, and dheii is
the height of the bounding box.

The principle of Algorithm 1 is also shown in the left
side of Figure 4. The discrete points represent raw 3D
point clouds. After applying Algorithm 1, two clusters
are detected, which are annotated by the two black 2D
bounding boxes (U seg

t ). However, we do not know which
belongs to the building class.

Algorithm 1 Segmentation for points set Pt

Input: points set Pt = {p1,p2,…,pn,t},
search radius rsearch

Output: Bounding box sets

Useg
t ¼ U1;U2;…;Ui;…Um; tf g, Organized point clusters

Oorg
t ¼ O1;O2;…;Oi;…Om; tf g

1 create a KD-tree representation for the
input points set Pt

2 set up an empty list to save point sets Pcheck
t

3 for all points pi in Pt do

4 add pi to the points set Pcheck
t

5 for all pi in Pcheck
t do

6 search for the points set Ni of point
neighbor of pi in a

sphere with radius r<rsearch

7 for every point N i
i in points set Ni do

8 if N i
i have not been processed

9 add N i
i to points sets Pcheck

t

10 end if
11 end for the points set Ni
12 if all the points in Pcheck

t have been processed

13 add Pcheck
t to Oorg

t as an organized points set



FIGURE 4 Illustration of point sets segmentation and TEBs identification, extension. Box ABCD represents the initially detected building

surface. Box CDEF represents the extended building surface. Box CDGH represents the ground. The discrete points denote the point clouds

from 3D LiDAR [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]
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14 add Bounding Box(Pcheck
t ) toUseg

t as a bounding
box

15 reset Pcheck
t to empty

16 end if

17 end for Pcheck
t

18 end for Pt

To effectively identify the bounding box ( Useg
t )

representing the building surface that can result in GNSS
signal reflections and subsequent NLOS receptions, a sur-
face identification method is needed; this is summarized
in detail in Algorithm 2. The objective of Algorithm 2 is
to (a) identify the buildings shown in the middle side of
Figure 4 and (b) extend their heights to the exact ones
(right side of Figure 4). The inputs of this algorithm are
U seg

t and Oorg
t obtained from Algorithm 1, and some

experimentally determined thresholds.
The definitions of applied variables and functions in

Algorithm 2 are listed as follows:

• numthres: The number of points that the cluster
belongs to and the building class should contain.

• lenthres: minimum length of a 2D bounding box that
belongs to the building class.

• heithres: minimum height of a 2D bounding box that
belongs to the building class.

• building height list, Hbuild, receiver position Pecef
r , and

yaw angle, Yawr.

The output is the bounding box set Bseg¯buil
t specifically

representing the building surface. The function Num
mentioned in Algorithm 2 is used to calculate the number
of points in each cluster, Oi. The function getHeight is
used to search the height information from a saved build-
ing height list, which contains the height information. To
determine the actual height of the identified building

surface, Pecef
r ; U i, and Yawr are also needed. Pecef

r indi-
cates the GNSS position given by the previous‐epoch
positioning result. Relative position between GNSS
receiver and detected building can be obtained from Ui.
For each bounding box, Bi, the distance, αi, from the
receiver to the detected building surface can be calculated
as follows:

αi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xcið Þ2 þ ycið Þ2 þ zcið Þ2� �q

: (2)

Algorithm 2 Building surface identification from
bounding box sets and height extension of TEBs

Input: Bounding Box sets

Useg
t ¼ U1;U2;…;Ui;…Um; tf g, Organized point clusters

Oorg
t ¼ O1;O2;…;Oi;…Om; tf g, point number threshold

numthres, length threshold lenthres and height threshold
heithres, building height list Hbuild, receiver position

Pecef
r , yaw angle Yawr

Output: Bounding Box set represents build-

ing surfaces Bseg¯buil
t ¼ B1;B2;…;Bi;…Bm; tf g

1 set up an empty clusters list Bseg¯buil
t to save

bounding box
2 for all bounding box Ui in U seg

t do
3 if Num(Oi) > numthres

4 U i← xci ; y
c
i ; z

c
i ; roll

c
i ; pitch

c
i ; yaw

c
i ; d

len
i ; dwidi ; dheii

� �
5 if dleni > lenthres and dheii > heithres
6 dheii ←getHeight Hbuild;Pecef

r ;U i;Yawr
� �

7 Bi ← Ui
8 end if
9 end if

10 end for U seg
t

Thus, the bounding box with extended height
representing the building surface can be identified with
Algorithm 2. The height of the bounding box representing
building surface can be extended to the real one. The
bounding box is extended from rectangle ABCD to rectan-
gle CDEF, as can be seen in the right side of Figure 4. Then,
the parameters of the TEBs for the bounding box, Bi, corre-
sponding to the building surface are denoted by line

http://wileyonlinelibrary.com
http://www.ion.org


FIGURE 5 Skyplot of GNSS satellites and detected TEBs. The

numbers inside the small circles indicate satellites and

corresponding PRNs. The satellite 88 is the NLOS and the rest are

LOS satellites. Line segment EF indicates the TEBs [Color figure

can be viewed at wileyonlinelibrary.com and www.ion.org]
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segment EF, denoted as B3d
build, the matrix of the building

boundary. To represent the building boundary, two points,

E and F, are required. B3d
build is structured as follows:

B3d
build ¼ x3dE y3dE z3dE

x3dF y3dF z3dF

� �
: (3)

3.2 | Coordinate transformation

To implement the algorithm for NLOS detection and sub-
sequent correction, satellite visibility must be determined
based on the extended TEBs. Thus, the relative poses of
the GNSS receiver to satellites and to building surfaces
need to be transformed into the same representation,
the Skyplot. In each epoch, information from satellites,
including azimuth, elevation angles, and SNR, can be
obtained from the GNSS receiver. Part of the satellite
information can be represented as

SV all
t ¼ SV 1; SV 2;…; SVi;…SVnf g. n represents the

number of satellites received. SVi represents the informa-
tion for satellite i, and SVi = {azi, eli,SNRi, ρi}. azi denotes
the satellite azimuth angle. eli represents satellite eleva-
tion angle. SNRi indicates satellite SNR, and ρi denotes
the pseudorange measurement.

Satellite positions can be easily indicated in the
Skyplot, which is a two‐dimensional coordinate based
on corresponding elevation and azimuth angles. A
transformation matrix should be employed for TEBs
transformation from a 3D coordinate to a 2D coordinate.
The transformation is conducted as per the following
equation.

Bskyp
build ¼ B3d

buildG
build
T ; (4)

where B3d
build denotes the matrix of building boundary

presented in the previous sub‐section. Gbuild
T is a 3 × 2

transformation matrix.Bskyp
build denotes the boundary matrix

(2 × 2) in the Skyplot structured as follows:

Bskyp
build ¼

xskyE yskyE
xskyF yskyF

" #
: (5)

After the transformation, satellites and building sur-
face boundaries can be presented in the same coordinate
frame, the Skyplot, as shown in Figure 5. The bounding

box set Bseg¯buil
t ¼ B1;B2;…;Bi;…Bm; tf g can be trans-

formed into Bskyp
t ¼ Bskyp

1 ;Bskyp
2 ;…;Bskyp

i ;…Bskyp
m ; t

n o
,

where Bskyp
i indicates the ith boundary in the Skyplot.

Moreover, the distance list representing the distances
from the GNSS receiver to the detected surfaces can also
be obtained as αseg¯buil
t ¼ α1; α2;…; αi;…αm; tf g, where αi

is associated with Bskyp
i . Line segment EF represents the

building surface boundary as shown in Figure 4. Then,
the azimuth and the elevation angles for points E and F
can be calculated in the Skyplot.
4 | IMPROVED GNSS POSITIONING
WITH NLOS CORRECTION

In this section, an NLOS error model is presented first.
Then, the NLOS detection criterion is proposed based
on the detected TEBs, satellite elevation angle, azimuth
angle, and SNR. NLOS error correction is then
implemented. Finally, GNSS positioning is conducted by
applying the WLS method using the LOS and corrected
NLOS pseudorange measurements.
4.1 | NLOS correction based on detected
building boundary

In terms of the measurements from the GNSS receiver,
each pseudorange measurement, ρn, is written as
follows.34

ρn ¼ Rn þ c δtr − δtsvn
� �þ In þ Tn þ εn; (6)

where Rn is the geometric range between the satellite and
the GNSS receiver. δtsvn denotes the satellite clock bias. δtr

indicates the receiver clock bias. In represents the iono-
spheric delay distance; Tn indicates the tropospheric
delay distance. εn represents the errors caused by the

http://wileyonlinelibrary.com
http://www.ion.org


FIGURE 6 NLOS correction model. The signal is reflected by the

building and subsequently received by receiver12 [Color figure can

be viewed at wileyonlinelibrary.com and www.ion.org]
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multipath effects, NLOS receptions, receiver noise, and
antenna delay. In this paper, we focus on mitigating the
NLOS errors caused by surrounding buildings.

The NLOS error model proposed in Hsu12 is expressed
in Figure 6. The expected signal transmission route is
expressed as a dashed blue line in Figure 6. α represents
the distance from the receiver to the building. θele repre-
sents the elevation angle of the GNSS signal. We assume
that:

1. The building is vertical to the ground.
2. GNSS signal reflection satisfies the law of reflection.

Thus, we can get θa = θb. Moreover, the direction of
real signal transmission is parallel to the direction of
expected signal transmission. Finally, we have
θa = θb = θ0 = θele .The route distance difference, γ,
between the reflected signal and the expected signal is
indicated as follows:

γ ¼ γ1 þ γ2; (7)

γ1 ¼ αsecθele; (8)

γ2 ¼ γ1cos 2θeleð Þ: (9)

Thus, the NLOS error can be calculated based on the
azimuth angle, elevation angle, and the distance from
the receiver to the building causing the reflection. In gen-
eral, two steps are needed to proceed with the NLOS cor-
rection: NLOS detection and NLOS error calculation. The
process of NLOS correction is summarized in detail in
Algorithm 3.

Algorithm 3 NLOS detection and correction

Input: Satellites information set

SVall
t ¼ SV 1; SV 2;…; SVi;…SVnf g, building boundary

matrix Bskyp
t ¼ Bskyp

1 ;Bskyp
2 ;…;Bskyp

i ;…Bskyp
m ; t

n o
, distance
list αseg¯buil
t , area threshold Sthreshold, SNR threshold

SNRthreshold, threshold of boundary uncertainty θthres
Output: corrected satellite information set
after NLOS identification:

SVcor
t ¼ SVcor

1 ; SVcor
2 ;…; SVcor

i ;…SVcor
j

n o
. LOS satellite

set SVlos
t ¼ SV los

1 ; SV los
2 ;…; SV los

i ;…SV los
k

	 

.

1 for all boundary Bskyp
i in Bskyp

t do

2 for all satellites SVi in SVall
t do

3 estimate θ1, θ2 as shown in Fig. 5
4 Get triangle area SSEO of triangle SEO

from Bskyp
i

5 Get triangle area SSFO of triangle SFO

from Bskyp
i

6 Get triangle area SSEF of triangle SEF

from Bskyp
i

7 Get triangle area SEOF of triangle EOF

from Bskyp
i

8 S = SSEO+ SSFO+SSEF − SEOF

9 if (SNRi > SNRthreshold)or (θ1 < θthres) or
(θ2 < θthres)
10 break
11 if S > Sthreshold and ((θ1+θ2) < ∠ EOF <
180°

12 SV los
i ←SV i //LOS

13 else//NLOS
14 SVi ← {azi,eli,SNRi,ρi}
15 SVi(ρi) ← SVi(ρi) − (γ1+γ2) // αi from

αseg¯buil
t

16 SV cor
i ←SVi

17 end if

18 end for satellites set SVall
t

19 end for boundary set Bskyp
t

The inputs of Algorithm 3 include satellite informa-

tion, SVall
t , building surface boundary information

; Bskyp
t , distance list, αseg¯buil

t , and some experimentally
determined thresholds. The definitions of applied
variables and functions in Algorithm 3 are listed as
follows:

• Sthreshold: Used to determine whether the satellite is
inside the triangle. For example, if satellite 88 is inside
triangle EOF.

• SNRthreshold: if the SNR for a certain satellite is more
than this threshold, we treat it as LOS.

• θthres: threshold of boundary uncertainty.

The outputs are the corrected satellite information set

SV cor
t and LOS satellite set SV los

t . First, geometry angles
θ1 (∠EOS) and θ2 (∠FOS) shown in Figure 5 are

http://wileyonlinelibrary.com
http://www.ion.org
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estimated. Then areas of triangles SSEO, SSFO, SSEF, and
SEOF are calculated and S can be estimated subsequently.
Second, GNSS measurements whose SNR is larger than
SNRthreshold will not be excluded, as signals with strong
SNR are not considered to be reflected by buildings.

Satellites whose positions are quite near the extended
edge beam (θ1 < θthres or θ2 < θthres) also should not be
excluded, such as satellite 7 in Figure 5; thus, the angle
threshold θthres is set. To avoid a faulty exclusion, a
heuristically determined threshold Sthreshold is set. Satel-
lites whose positions are quite near the TEBs of building
surfaces should not be identified as NLOS. This can be
determined by comparing S and Sthreshold, such as from
satellite 7 in Figure 5. Finally, the pseudorange measure-
ments from NLOS receptions can be corrected using the
NLOS error model in Equation 7.

In this case, these NLOS satellites can be detected and
corresponding pseudorange measurements are corrected.
4.2 | GNSS positioning based on corrected
and healthy pseudorange measurements

Measurements with low elevation angle are more likely
to be contaminated GNSS signals in urban canyons, such
as multipath or NLOS, due to reflection, blockage, and
diffraction. Thus, a proper threshold must be set to
exclude the unhealthy measurements. For satellite SVi,
if elei is less than elethres, it should be excluded from GNSS
positioning. Pseudorange measurements in SV cor

t and

SV los
t will be employed for the GNSS positioning

calculation.
The clock bias between the GNSS receiver and

satellites is usually represented by the pseudorange mea-
surements. The equation linking the receiver position and
satellite can be structured as per the following equation
using the least squares (LS) method:

bx ¼ GTG
� �−1

GTρ; (10)

where G represents the observation matrix and is struc-
tured by unit LOS vectors between the GNSS receiver
position and satellite position. bx indicates the estimated
receiver position, and ρ denotes the pseudorange
measurements.

To better represent the quality of each measurement
based on the information measured by the receiver, the
weightings of each satellite are needed. The weightings
for each satellite are calculated using the formulation in
Herrera et al35 by integrating the SNR and satellite eleva-
tion. Finally, the GNSS receiver position can be estimated
using the WLS method as:
bx ¼ GTWG
� �−1

GTWρ: (11)

The weighting is given as follows35:

W ið Þ elei; SNRið Þ ¼

1
sin2elei

10−
SNRi−Tð Þ

a
A

10−
F−Tð Þ
a

− 1

� �
SNRi − Tð Þ
F − T

þ 1

� �� �
;

(12)

where W(i)(elei,SNRi) denotes the weighting for satellite
SVi. The parameter T indicates the threshold of SNR
and is equal to SNRthreshold. Parameters a, A, and F in
12 are experimentally determined. The weighting matrix
W is a diagonal matrix constituted by the weightings
W(k)(elei,SNRi).
5 | EXPERIMENTAL RESULTS AND
DISCUSSIONS

To evaluate the performance of the proposed method, two
experiments conducted in two separate scenarios are pre-
sented in this section. First, the experimental setup is
introduced in Section 5.1. Experimental validations in
two typical urban canyons are presented in Sections 5.3
and 5.4, respectively. The relationship between the satel-
lite elevation angle and NLOS error is presented in
Section 5.4 before the discussion is given in Section 5.5.
5.1 | Experiment setup

Experiments are conducted in two typical urban canyons
(urban canyon 1 and urban canyon 2) in Hong Kong and
the experimental scenes are shown in Figure 7. The
Skymask in the right‐hand side demonstrates the degree
of urbanization.

In both experiments, a u‐blox M8T receiver is used to
collect raw GPS and BeiDou measurements. A 3D LiDAR
sensor, Velodyne 32, is employed to provide the real‐time
3D point clouds scanned from the surroundings. Both the
u‐blox M8T receiver and the 3D LiDAR are installed on
the top of an experimental vehicle that can be seen in the
left‐hand side of Figure 7. The data were collected at a fre-
quency of 1 Hz for GNSS and 10 Hz for the 3D LiDAR.

In addition, the NovAtel SPAN‐CPT, GNSS RTK/INS
(fiber optic gyroscopes) integrated navigation system is
used to provide the ground truth of positioning. All the
data are collected and synchronized using the Robot
Operation System (ROS).36 Moreover, the coordinate sys-
tems of all the sensors are calibrated before the
experiments.



FIGURE 7 The sensors setup of the vehicle and tested environment: GNSS and LiDAR sensors are installed on the top of the vehicle

shown in the left side of the figure. The two tested urban scenarios are shown in the middle of the figures. The Skyplot of the two

experiments is shown in the right side of the figure [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]
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The parameters used in this paper, which are experi-
mentally determined, are shown in Table 1. Three GNSS
positioning methods are compared:

1. WLS: GNSS positioning with the WLS.
2. WLS‐NE: WLS with NLOS exclusion.
3. WLS‐NC: WLS with NLOS correction.
5.2 | Evaluation of the proposed method
in urban canyon 1

Figure 8 and Table 2 show the positioning results com-
parison of the conventional WLS, WLS‐NE, and the pro-
posed method.

As can be seen from Figure 8, the total satellite num-
bers fluctuate between 5 and 13, with a mean satellite
number of 10 during the experiment. With the aid of
the proposed NLOS correction method, the positioning
performance is improved at most of the epochs, which
is indicated by the blue curve in the bottom panel of
Figure 8. 30.29 m of mean positioning error and
19.86 m of standard deviation were obtained using the
WLS method without any NLOS exclusion or correction.
After the NLOS exclusion (all the NLOS are excluded),
the mean error goes up to 35.25 m. The main reason
for this increase is due to the distortion of the satellite
geometric distribution. In other words, the HDOP
increases accordingly. According to the experiment,
TABLE 1 Parameter values used in this paper

Parameters Sthreshold SNRthreshold elethres θthres

Value 10 45 dB‐Hz 20° 5°

Parameters a A F

Value 30 32 10
approximately two to six satellites are classified as
NLOS due to the blockage from surrounding buildings.
Therefore, the availability of GNSS positioning is
decreased to about 92.5% due to the lack of satellites
(at least five satellites are needed for the GPS/BeiDou‐
based positioning calculation). The positioning error
decreases to 22.86 m using the proposed NLOS correc-
tion method. Moreover, the availability of GNSS posi-
tioning is also guaranteed. This result shows that the
proposed NLOS correction model can obtain improved
GNSS positioning performance.
5.3 | Evaluation of the proposed method
in urban canyon 2

Figure 9 and Table 3 show the positioning results com-
parison for all three methods.

As can be seen from Figure 9, the total satellite num-
bers fluctuate between 8 and 15 with a mean satellite
number of 11 during the experiment. With the aid of
the proposed NLOS correction method, the positioning
performance is improved through almost all the experi-
ment. 42.15 m of mean positioning error and 21.29 m of
standard deviation are obtained using the WLS method
without any NLOS exclusion or correction. After the
NLOS exclusion (all the NLOS are excluded), the mean
error goes up to 47.74 m. According to the experiment,
approximately three to seven satellites are classified as
NLOS due to the blockage from surrounding buildings.
Therefore, the availability of GNSS positioning is
decreased to 88.69%. The mean positioning error is
decreased to 26.7 m using the proposed NLOS correc-
tion method. Moreover, the availability of GNSS posi-
tioning is also guaranteed. Interestingly, we find that
the variation trends of positioning error using two sepa-
rate solutions are quite similar throughout the
experiment.

http://wileyonlinelibrary.com
http://www.ion.org


FIGURE 8 Positioning error of the GNSS before and after adding the NLOS correction, and NLOS exclusion in the urban canyon 1. The

top panel indicates the satellite numbers. The bottom panel shows the positioning error: dotted curve with small circles indicates the

positioning error using WLS, dotted curve with small squares denotes the positioning based on proposed NLOS correction. The discrete green

circles show the result of using WLS‐NE [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]

TABLE 2 Positioning performance of the two methods in urban

canyon 1 (in the unit of meter)

All Data WLS WLS‐NE WLS‐NC

Mean error 30.29 35.25 22.86

Std 19.86 57.49 13.17

Availability 100% 92.5% 100%
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5.4 | Analysis of satellite elevation angles
versus NLOS errors

Our previous work12 shows that the potential NLOS error
is positively correlated to the satellite elevation angle. In
other words, the NLOS satellite with higher elevation can
cause larger GNSS signal transmission delay. To show the
relationship of GNSS positioning error and satellite eleva-
tion angle, we apply a manual correction to the collected
data. Only satellites whose elevation angles are in a certain
elevation angle range are corrected. The objective is to ana-
lyze the percentages of NLOS errors contributed by each
elevation angle range of satellites.

Table 4 shows the results of three separate NLOS correc-
tion tests of urban canyon 1. Three satellite elevation angle
ranges are given. If satellites 2, 5, and 24 are corrected (ele-
vation angles between 20° and 36°), 5.5 m of improvement
are obtained with a mean positioning error of 24.79 m.
More than half of the results possess errors less than
15 m. If satellites 29 and 88 are corrected (elevation angles
between 36° and 54°), 1.65 m of improvement are obtained
with a mean positioning error of 28.64 m. Only 17.01% of
the results possess errors less than 15 m. There is almost
no improvement if only satellite 13 is corrected whose ele-
vation angle is between 54° and 72°.
Table 5 shows the results of three separate NLOS cor-
rection tests for urban canyon 2. First, if satellites 8, 17,
22, and 28 (elevation angles between 18° and 36°) are
corrected with the proposed method, the mean position-
ing error is decreased from 42.15 to 29.93 m compared
with the WLS method. 12.22 m of improvement is
obtained. Interestingly, the corresponding standard devia-
tion also increases slightly. Approximately 79.64% of the
positioning results have an error which is less than
30 m. Second, only one satellite, satellite 88, possesses
an elevation angle between 36° and 54° and is NLOS. A
slight improvement is introduced after the correction
with a mean positioning error of 41.95 m and a standard
deviation of 21.80 m. 0.2 m of improvement is obtained.
Moreover, the percentage of positioning results that is
more than 40 m is similar to the results from WLS.
Thirdly, two satellites, satellites 30 and 99, have an eleva-
tion between 54° and 72°. A slight improvement (0.14 m)
is obtained with the proposed NLOS corrections. The cor-
responding percentage is similar to the result from the
NLOS correction of elevation range 36° to 54°. In sum-
mary, the NLOS satellites with lower elevation (18°to
36°) introduce larger positioning errors, compared with
the NLOS satellites with higher elevation (36° to 72°).
5.5 | Discussion

1. When comparing results from urban canyons 1 and 2,
we find that the improvement in urban canyon 2 is
more distinct (from 42.15 m to 26.70, 36.7% total
improvement) than that in urban canyon 1 (from
30.29 m to 22.86, 24.5% total improvement).

http://wileyonlinelibrary.com
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FIGURE 9 Positioning error of the GNSS before and after adding the NLOS correction in the urban canyon 2. The top panel indicates the

satellite numbers. The bottom panel shows the positioning error: dotted curve with small circles indicates the positioning error using WLS,

dotted curve with small squares denotes the positioning based on proposed NLOS correction. The discrete green circles show the result of

using WLS‐NE [Color figure can be viewed at wileyonlinelibrary.com and www.ion.org]

TABLE 3 Positioning performance of the two methods in urban

canyon 2 scenario (in the unit of meter)

All Data WLS WLS‐NE WLS‐NC

Mean error 42.15 47.74 26.70

Std 21.29 29.34 24.32

Availability 100% 88.69% 100%

TABLE 4 Positioning performance of WLSP‐NC with manual

satellite correction (in the unit of meter) in urban canyon 1

All Data
Elevation
(20°~36°)

Elevation
(36°~54°)

Elevation
(54°~72°)

Mean error 24.79 28.64 30.1

Std 17.18 15.8 16.24

Percentage (<15 m) 51.62% 17.01% 16.69%

Percentage (<30 m) 84.66% 43.80% 40.43%

Percentage (>40 m) 10.46% 25.70% 29.57%

Improvement 5.5 1.65 0.19

NLOS satellites PRN 2,5,24 29,88 13
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2. The remaining GNSS positioning errors are still 22.86
meters in urban canyon 1 and 26.70 m in urban can-
yon 2. The major reason behind this is that the poten-
tial GNSS multipath contributes to the remaining
error. On the other hand, the performance of the
NLOS correction relies on the performance of dis-
tance αi (from GNSS receiver to the reflector) estima-
tion, as the signal from the NLOS satellite can be
reflected by different buildings. As shown in
Figure 10, the NLOS can be caused by both building
A and building B (reflector), thus causing different
αi. The proposed NLOS correction method can
misidentify the reflector in some situations. In this
case, this misidentification can result in positioning
error. Thus, the reflector detection will be studied in
future work to improve the performance of the pro-
posed NLOS correction method.

3. According to our previous research,37 dynamic objects
(such as a double‐decker bus) on the road can also
cause NLOS receptions. The effects from these
dynamic objects are not modeled, which can also con-
tribute to the remaining GNSS positioning error.

4. Performance sensitivity of the proposed method
against building height errors:

The proposed method employs the building height list
to extend the detected TEBs to the exact height. We imple-
mented an offline simulation to analyze the performance
sensitivity of the proposed method against building height
errors. We collected 6 hours of satellite ephemeris data and
did the LOS/NLOS classification based on 3D building
models in Hong Kong. The building models are manually
addedwith height noise which is subject toGaussian distri-
bution (Ν(μ, δ2)). The offline processing setup is as follows:
1. Applied satellites: GPS/BeiDou/GLONASS/Galileo.
2. Ground truth for LOS/NLOS classification: the

LOS/NLOS classification based on original 3D build-
ing models are treated as ground truth.

3. Accuracy of LOS/NLOS classification: detected NLOS
satellite number denoted by NDetected

NLOS , ground truth

number of NLOS satellites denoted by NLabel
NLOS. Accu-

racy (Ps) is calculated by Ps ¼ NDetected
NLOS =NLabel

NLOS*100%.

http://wileyonlinelibrary.com
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TABLE 5 Positioning performance of WLSP‐NC with manual

satellite correction (in the unit of meter) in urban canyon 2

All Data
Elevation
(20°~36°)

Elevation
(36°~54°)

Elevation
(54°~72°)

Mean error 29.93 41.95 42.01

Std 24.62 21.80 21.81

Percentage (<15 m) 51.32% 7.96% 8.03%

Percentage (<30 m) 79.64% 43.36% 39.29%

Percentage (>40 m) 15.04% 28.32% 30.36%

Improvement 12.22 0.2 0.14

NLOS satellites PRN 8, 17, 22, 28 88 30, 99

FIGURE 10 Illustration of multiple NLOS signal transmission

routes. The direct route from GNSS satellite to the vehicle is

blocked by building C. However, the signal can be reflected by

building A or building B. As a result, the vehicle can receive the

GNSS signal as well [Color figure can be viewed at

wileyonlinelibrary.com and www.ion.org]

TABLE 6 Performance sensitivity of proposed method against

building height errors

Yaw Bias Mean NLOS Detection Accuracy, % Std, %

Ν(0, (2)2) 99.07 1.72

Ν(0, (4)2) 97.81 2.74

Ν(0, (6)2) 96.69 3.56

Ν(0, (8)2) 95.47 4.46

TABLE 7 Performance sensitivity of proposed method against

yaw errors in urban canyon 2 dataset

Yaw
Bias

NLOS Detection
Accuracy, %

Mean Positioning
Error, m Std

Ν(0, (1°)2) 100 26.70 24.32

Ν(0, (2°)2) 98.2 29.56 24.75

Ν(0, (4°)2) 95.43 30.41 24.93

Ν(0, (6°)2) 93.01 31.39 25.51

Ν(0, (8°)2) 92 31.10 27.39
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4. The position of the assumed GNSS receiver is accu-
rately set.

The detailed result is shown in Figure 11 over the
6 hours of ephemeris. Four types (δ = 2,4,6,8) of build-
ing height noise model (mean μ equal to zero) are
applied. The percentages are shown in Table 6. About
99.07% of the LOS/NLOS classification is obtained. With
the increased noise standard deviation, the accuracy
decreases gradually. However, even when the building
height noise standard deviation reaches 8 m, accuracy
still can reach 95.47%.

We can conclude from the result that (a) the building
height error can have a slight negative impact against
the LOS/NLOS classification, and thus can deteriorate
FIGURE 11 Relationship between the

NLOS detection accuracy and simulated

building height error. The simulated

building height errors are subject to

Gaussian distribution Ν(μ, δ2). The lines

represent fitted curves based on the result

(in 6 hours) under different error noise

models

http://wileyonlinelibrary.com
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the performance of the proposed method; (b) a proper
way to identify the height of buildings can increase the
robustness of the proposed method.

5. Performance sensitivity of the proposed method
against yaw (heading) angle errors:

In this paper, the yaw angle is derived by the highly
accurate RTK GNSS/INS integrated navigation system.
To analyze the performance sensitivity of the proposed
method against yaw angle errors, we propose to manu-
ally add error noise to the yaw angle. The added error
noise is subject to Gaussian distribution (Ν(μ, δ2)). After
posing different noise magnitudes (δ = 2,4,6,8) to the
yaw angle, the NLOS detection accuracy is decreased
accordingly.

If the yaw angle with noise error model Ν(0, (1°)2) is
applied, the performance of the proposed method
remains the same. However, the mean positioning error
increased from 26.70 to 29.56 m after increasing δ to 2°.
The NLOS detection accuracy is also reduced to 98.2%.
If the δ is set as 4° and 6°, the NLOS detection accura-
cies are decreased to 95.43% and 93.01%, respectively.
Meanwhile, the mean positioning errors and standard
deviations are slightly increased. We can conclude that
the yaw angle error can have a negative impact on the
performance of the proposed method (see Table 7).
6 | CONCLUSIONS

In this paper, we propose an NLOS correction and
improved GNSS positioning method aided by 3D LiDAR.
The top boundary of the building is detected using the 3D
LiDAR‐based point cloud segmentation method, and
NLOS satellites are detected based on the detected TEBs.
The NLOS are corrected using an NLOS error model,
instead of direct exclusion. The GNSS positioning is con-
ducted based on corrected and healthy LOS satellites. The
evaluated results show that the proposed method can
obtain improved GNSS positioning accuracy when com-
pared to standalone WLS.

The paper proposes to cope with the effects of static
buildings on GNSS positioning using 3D LiDAR. In
future work, we propose integrating a sky‐pointing cam-
era together with LiDAR to correct the NLOS receptions,
therefore, improving the GNSS positioning. As the cam-
era captures the sky view in a real‐time manner, it will
play the role of describing the Skyplot with obstacles
and LiDAR is used to provide the distances between the
vehicle and the obstacles.
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